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There is now converging evidence that a brief period of prior listening exposure to a reverberant

room can influence speech understanding in that environment. Although the effect appears to

depend critically on the amplitude modulation characteristic of the speech signal reaching the ear,

the extent to which the effect may be influenced by room acoustics has not been thoroughly

evaluated. This study seeks to fill this gap in knowledge by testing the effect of prior listening expo-

sure or listening context on speech understanding in five different simulated sound fields, ranging

from anechoic space to a room with broadband reverberation time (T60) of approximately 3 s.

Although substantial individual variability in the effect was observed and quantified, the context

effect was, on average, strongly room dependent. At threshold, the effect was minimal in anechoic

space, increased to a maximum of 3 dB on average in moderate reverberation (T60¼ 1 s), and

returned to minimal levels again in high reverberation. This interaction suggests that the functional

effects of prior listening exposure may be limited to sound fields with moderate reverberation

(0.4�T60� 1 s). VC 2016 Acoustical Society of America. [http://dx.doi.org/10.1121/1.4954723]

[EAS] Pages: 74–86

I. INTRODUCTION

It has long been known that speech understanding is

degraded by reverberation (Knudsen, 1929). The degradation

stems primarily from temporal distortion of the speech signal

caused by the reverberation (Bolt and MacDonald, 1949;

Houtgast and Steeneken, 1985), and is known to scale with

the amount of reverberation (Knudsen, 1929; Lochner and

Burger, 1964). Because most everyday communication situa-

tions involve sound transmission within a reverberant sound

field, it is critically important to understand how and by

what mechanisms speech understanding is impacted by

reverberation. This is especially true, given that the negative

effects of reverberation on speech understanding are exacer-

bated both by background noise (Knudsen, 1929; Nabelek

and Mason, 1981)—another ubiquitous property of everyday

listening environments—and by hearing loss (Gelfand and

Hochberg, 1976), where poor performance in reverberation

is the most frequent complaint given by hearing aid users

(Johnson et al., 2010). Given these challenges, it is perhaps

remarkable that for individuals with normal hearing,

few communication problems are encountered in everyday

reverberant environments. This suggests that processing in

the normally functioning auditory system must effectively

counteract the deleterious effects of reflected sound and

reverberation even though, acoustically, these effects are

clearly measurable and specific to a given listening

environment and the spatial configuration of components in

the communication chain.

The auditory system has a number of mechanisms that

can immediately assist with speech understanding in rever-

beration, including the binaural system (Moncur and Dirks,

1967) and mechanisms related to the precedence effect (see

Litovsky et al., 1999 and Brown et al., 2015 for reviews).

Beyond these immediate effects, there is now emerging

evidence that prior listening exposure to reverberation can

provide an environmental listening context that renders

speech as perceptually less reverberant (Watkins, 2005a,b)

and can result in objective improvements in speech intelligi-

bility (Brandewie and Zahorik, 2010). This suggests that the

processing of sound in reverberant space within the normally

functioning auditory system may involve processes more

complicated than previously thought. The goal of the present

study is to determine the extent to which this environmental

context effect depends on the acoustics of the listening

space.

Watkins (2005a,b) was the first to demonstrate an effect

of listening context on speech perception in reverberation.

He used target speech signals on an 11-point continuum

from “sir” to “stir” embedded in a carrier phrase, and noted

the point at which the speech percept changed from “sir” to

“stir”—a categorical perception task. When both target and

carrier phrase were presented in minimal reverberation, the

change point was near the center of the continuum. When

the target was presented in moderate reverberation, but the

carrier phrase remained in minimal reverberation, the change

point shifted toward “sir.” This can be explained by rever-

berant energy filling in the temporal gap following the stop
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consonant in “stir,” causing it to be perceived as more like

“sir.” When both the target and the carrier phrase were pre-

sented in reverberation, the change point shifted back to

where it was observed when both target and carrier were

presented in minimal reverberation. This suggests that the

reverberant carrier phrase provides contextual information

that allows the auditory system to compensate for the effects

of the reverberation on the target word. Watkins and his

colleagues have interpreted this result as being consistent

with a type of high-level perceptual constancy, similar to

other well-known perceptual constancies in vision, such as

brightness constancy or color constancy. They have also

demonstrated the effect with additional speech continua

(Beeston et al., 2014) and non-speech contexts (Watkins and

Makin, 2007a,b), and have shown that the effect is driven

primarily by the amplitude envelope of the speech signal

reaching the listener (Watkins et al., 2011). This latter result

is appealing because of its potential links to the modulation

transfer function concept, which forms the basis for standard

methods of predicting speech intelligibility in rooms, such as

the speech transmission index (STI; IEC-60268-16, 2003)

and speech intelligibility index (SII; ANSI-S3.5-1997, 1997).

Brandewie and Zahorik (2010) reported context effects

similar to those identified by Watkins and his colleagues, but

using different methods. In their study, Brandewie and

Zahorik (2010) compared speech reception thresholds

(SRTs) using the coordinate response measure (CRM; Bolia

et al., 2000) in a background of spatially separate noise

within a simulated reverberant room. Two different listening

conditions were tested. In one condition, listeners were pro-

vided with consistent listening exposure to the same rever-

berant room, both within and across trials. In a second

condition, consistent exposure to the room was disrupted by

removing the CRM carrier phrase and changing the room

from trial to trial. SRTs were found to be 2–3 dB lower, on

average, in the consistent exposure condition. This suggests

that consistent environmental listening context in a reverber-

ant room can facilitate speech understanding. Similar context

effects were not observed when the test room was anechoic,

suggesting that the context effects are specific to reverberant

sound fields. Additional work has demonstrated that the

effect generalizes to highly heterogeneous sentence materi-

als (Srinivasan and Zahorik, 2013), and is fully activated by

�1 s of listening exposure (Brandewie and Zahorik, 2013).

The importance of the amplitude envelope in the room con-

text effect has also been demonstrated using similar methods

(Srinivasan and Zahorik, 2014).

Because Brandewie and Zahorik only evaluated the

room context effect for a single, moderately reverberant

room, and other related work has evaluated at most two

sound fields (Watkins, 2005b; Srinivasan and Zahorik,

2014), it is important to determine the extent to which the

effect may be room dependent. The current study was there-

fore designed to extend the work of Brandewie and Zahorik

(2010) by testing context effects in five types of sound fields,

ranging from anechoic to a highly reverberant room, using

methods identical to those in Brandewie and Zahorik (2010).

The differing reverberant sound fields will also help to better

interpret the context effects by allowing intelligibility results

to be compared to those predicted by the STI. Because

substantial individual variability was observed in Brandewie

and Zahorik’s (2010) data (n¼ 14), the current study was

also designed to better quantify this variability by testing

many more listeners. The issue of individual variability is

important to address because it has not been a focus of previ-

ous work on the effects of listening context in reverberation.

II. METHODS

A. Subjects

A total of 50 listeners (22 male, 28 female; age range

18.3–31.1 yr; median age 21.0 yr) participated in the experi-

ment. All had normal hearing (pure tone thresholds� 20 dB

hearing level (HL) in both ears from 250 to 8000 Hz) and

were fluent in English. Data from one listener were excluded

because this listener only completed a portion of the experi-

ment, and that portion resulted in poor psychometric func-

tion fits (see Sec. II E for details). All procedures involving

human subjects were approved by the University of

Louisville Institutional Review Board.

B. Stimuli

1. Sound field simulation

A virtual auditory space (VAS) technique identical to

that used in Brandewie and Zahorik (2010) and described in

detail in Zahorik (2009) was used to simulate sound field

listening in five different environments. Briefly, this room

simulation technique uses an image-model (Allen and

Berkley, 1979) to precisely simulate early reflections and a

statistical model to simulate late reverberant energy. The

direct-path and early reflections are spatially rendered using

non-individualized head-related transfer function (HRTF)

measurements. The result of the simulation is an estimated

binaural room impulse response (BRIR) that describes the

transformation of sound between the source and the listen-

ers’ ears in the simulated room. Zahorik (2010) found that

this simulation technique produced BRIRs that were reason-

able physical and perceptual approximations to those meas-

ured in a real office-sized rectangular room.

Five rooms were simulated in this experiment (R0–R4).

All had identical dimensions (length, 5.7 m; width, 4.3 m;

height, 2.6 m), but varied in the absorptive properties of the

reflecting surfaces. The absorption coefficients for R2 were

identical to those from Zahorik (2009), and were designed to

approximate a moderately reverberant large office. R1 was

less reverberant than R2, and R3 and R4 were more rever-

berant than R2. R0 was a simulated anechoic space, with all

absorption coefficients set to one. Octave-band reverberation

times (T60), clarity indices (C50), and interaural cross corre-

lation (IACC) values for each simulated room are displayed

in Fig. 1. T60 is a measure of the time it takes for reverberant

sound to decay by 60 dB; C50 is a measure of the balance

between early (0–50 ms) and late-arriving (50–1 ms) energy;

and IACC is a measure of the relationship between the signals

at the two ears (ISO-3382, 1997). No attempt was made to

equalize sound levels across the three rooms. As a result, the
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more reverberant rooms produced greater at-the-ear sound lev-

els than the less reverberant rooms.

Within each simulated environment, the speech target

was positioned 1.4 m directly in front of the listener. A spa-

tially separated masker was presented on all trials and was

positioned 1.4 m from the listener’s position directly oppo-

site the listener’s right ear (90� azimuth angle). This listen-

ing configuration is identical to that used in Brandewie and

Zahorik (2010).

2. Speech corpus and masker

The speech corpus and masker used in this study were

identical to those used in Brandewie and Zahorik (2010).

The speech stimuli were from the CRM corpus (Bolia et al.,
2000), where each speech sentence in this corpus has the for-

mat “Ready (Call Sign) go to (Color) (Number) now.” The

corpus has eight talkers (four male and four female), eight

call signs (Charlie, Ringo, Laker, Hopper, Arrow, Tiger,

Eagle, Baron), four colors (Blue, Red, White, Green), and

eight numbers (1–8). All combinations were used in this

study. The masker was broadband continuous Gaussian

noise, gated on/off at least 500-ms pre/post the speech sig-

nals. Speech and masker signals were convolved with the

BRIRs for their appropriate locations relative to the listener

(speech at 0 deg and masker at 90 deg) in each of five simu-

lated sound fields (R0–R4). All stimuli were presented over

equalized headphones (DT 990 Pro, Beyerdynamic,

Germany) at a moderate level [70 dB peak sound pressure

level (SPL) at the entrance to the ipsilateral ear].

The length of the speech carrier phrase that preceded the

color/number target phrase was manipulated to create two

listening conditions that varied the amount of exposure time

to the simulated sound field within a given trial of the experi-

ment. In the sentence carrier (SC) condition, two full-length

CRM sentences were presented sequentially with �2.5 s of

silence between the sentences. The talker and call sign for

the first sentence were selected at random, but the second

sentence was always spoken by the same talker as the first

sentence and always had the call sign “Baron.” In the no

carrier (NC) condition, the target color and number were

presented alone, without any carrier phrase (e.g., “Green

Three”).

C. Design

Listeners were tested in both the NC and SC conditions.

A method of constant stimuli was used in both conditions

with nine signal-to-noise ratios (SNRs), ranging from �28 to

þ4 dB in 4 dB steps. SNR was manipulated by adjusting the

gain of the speech target signal prior to convolution with the

BRIRs. The masker level was fixed. Target color and num-

ber, and the SNR were selected at random for each trial. In

the NC condition, the sound field environment was selected

at random (equal probability) from trial to trial across a

block of trials. This manipulation was designed to minimize

any carry-over effects from exposure to a particular sound

field from trial to trial. In the SC condition, sound field was

held constant across a block of trials. This provided listeners

with consistent exposure to the sound field both within (SC

phrase) and across trials. Listeners completed at least 270

trials (30 trials per SNR) for a given simulated sound field in

both the NC and SC conditions. Not all listeners were tested

in all sound fields and conditions.

D. Procedure

The listener was seated in a sound-attenuating booth

(Acoustic Systems, Austin, TX—custom double wall) and

listened to the headphone-presented stimuli. The listener’s

task was to select the appropriate color and number combi-

nation using a computer mouse on a graphical interface.

Feedback as to whether the response was correct was

provided after every trial. All stimulus presentation and

response collection was implemented using MATLAB software

(Mathworks Inc., Natick, MA).

FIG. 1. (Color online) Selected room acoustic parameters as a function of

frequency for the five simulated sound fields used in this study (R0–R4). (A)

Reverberation time, T60. (B) Clarity index, C50. (C) IACC.
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E. Data analysis

The proportion of correct color/number responses was

computed as a function of SNR for individual subjects in

both NC and SC for each of the five simulated sound fields

(R0–R4). Logistic functions with upper and lower asymp-

totes were then fit to the data using the psignifit Toolbox

(ver. 2.56; Wichmann and Hill, 2001). The lower asymptote,

c, was set to the chance performance level in the CRM task

(1/32) for all fits. Threshold, a; slope, b; and upper asymp-

tote, 1 � k, parameters were estimated using a maximum-

likelihood procedure (Wichmann and Hill, 2001). Figure 2

displays an example of a fitted function for subject ZAK in

the NC condition, R2 sound field. The threshold parameter,

a, represents the SNR that corresponds to the midpoint of the

function, which will vary slightly across fits depending on

the estimated value of k. In the example fit shown in Fig. 2,

a¼�14.92, which is the SNR that corresponds to

P(C)¼ 0.4906. The fitting procedures used by Brandewie

and Zahorik (2010) were similar, but did not estimate the

upper asymptote parameter, 1 � k. Wichmann and Hill

(2001) have shown that the inclusion of such a parameter

that accounts for “lapses” in subject attention to the task

results in better estimates of psychometric function threshold

and slope.

Goodness of fit was assessed using a deviance statistic,

D, which is defined as 2 log(Lmax/L), where Lmax/L is a likeli-

hood for the saturated model that has as many estimated

parameters as data points relative to the best-fitting model

with, in this case three estimated parameters. Lower values

of D represent better fits to the data. For assessing goodness

of fit for logistic functions, deviance is preferable to R2 used

by Brandewie and Zahorik (2010), because it avoids poten-

tial problems with interpretation of R2 for nonlinear data

(Spiess and Neumeyer, 2010).

Because the lapse rate parameter, k, covaries with the a
and b parameters of the fitted functions, bounds must be

placed on the estimates k in order to avoid negative impacts

on the estimation precision of a and b (Wichmann and Hill,

2001). Choices for these bounds were explored by varying

the maximum lapse rate value, k, from 0 (no upper asymp-

tote) to 0.20 and observing the change in the deviance statis-

tic, D, for all data from this study. Figure 3 displays mean D
as a function of max(k). Because a clear knee point in this

function may be observed at max(k)¼ 0.05, estimates of k
were limited to between 0 and 0.05 for all further analyses

(upper asymptote, 1 � k, limited to between 1 and 0.95).

The psignifit toolbox also uses resampling techniques to

estimate the sampling distribution of the deviance statistic,

D. This distribution can then be compared to the v2 distribu-

tion because the distribution of D for binomial data is

asymptotically distributed as v2. This comparison allows

both overdispersion (poor fits to the data), and underdisper-

sion (fits that are better than predicted assuming the data are

binomially distributed) to be assessed. Based on these

assessments using 9999 iterations in the resampling tech-

nique, fits where the p-value of D was found to be 0.975 or

greater (overdispersion), or a p-value of 0.025 or less (under-

dispersion) were excluded. Out of a total of 360 fits, these

criteria resulted in 19 fits excluded for overdispersion, and

3 fits excluded for underdispersion. Interested readers are

referred to Wichmann and Hill (2001) for a detailed descrip-

tion and analysis of overdispersion and underdispersion per-

taining to psychometric function fitting.

Figure 4 displays a matrix of subjects by simulated

sound field conditions. Each cell in the matrix indicates

whether or not the subject participated in a given condition,

and whether fitted psychometric functions were excluded

due to either over or under dispersion. Dark shading indi-

cates participation and valid function fits for both NC and

SC conditions in a given sound field (a valid fit pair). Light

shading indicates at least one excluded fit in either the NC or

SC condition for a given sound field (an invalid fit pair). No

shading indicates that the subject did not participate in both

NC and SC conditions for a given sound field (an incomplete

fit pair). The number of valid fit pairs for each simulated

sound field is indicated at the bottom of each column. Cells

FIG. 2. (Color online) Example psychometric function (logistic), subject

ZAK, NC condition, R2 sound field. The deviance statistic, D, for this exam-

ple was 7.20. The estimated parameters from the fitted psychometric func-

tion for this example were: a¼�14.92, b¼ 2.51, k¼ 0.05. The lower

asymptote, c, was held constant at the chance performance level of 1/32 for

all fits. Each data point was based on 30 responses, and represents the pro-

portion of correct, P(C), responses.

FIG. 3. Mean deviance statistic as a function of the maximum value con-

straint for the lapse rate parameter, k, of the fitted psychometric function.

Bars indicated 95% confidence intervals.
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marked with an asterisk (*) indicate data from Brandewie

and Zahorik (2010) that have been refit using the revised

procedures described above (e.g., use of deviance statistic to

assess goodness-of-fit, and estimation of the upper asymp-

tote, 1 � k).

Because not all subjects were tested in all simulated

sound fields, mixed-model analysis of variance (ANOVA)

techniques (cf. Maxwell and Delaney, 2004) were used to

evaluate differences in fit parameters and goodness-of-fit

metrics across conditions. These techniques are preferable to

standard repeated-measures ANOVA techniques in situa-

tions such as this, because they do not require all subjects to

have been tested in all conditions, and they do not require

assumptions as to the covariance structure between repeated

measures (e.g., no sphericity assumptions). Here, inspection

of the variance-covariance matrix for each of the dependent

variables indicated a compound-symmetric structure. A

compound symmetric covariance structure was therefore

used for all mixed-model ANOVAs, which were imple-

mented using SPSS software (IBM Corp., Armonk, NY).

III. RESULTS

A. Goodness-of-fit

A goodness-of-fit statistic (deviance) is displayed in Fig. 5

for all valid pairs of psychometric function fits (see Fig. 4) in

the NC and SC conditions. Given the fit exclusion criteria that

eliminated poor fits to the data due to both overdispersion

(p> 0.975) and underdispersion (p< 0.025), all remaining fits

can be assumed to be reasonable approximations to the data

(0.025� p� 0.975). Variability among the fits may be

observed, however. A two-way mixed-model ANOVA with

factors of listening context condition (NC or SC) and simu-

lated sound field (R0–R4) indicated that although there were

differences in the goodness-of-fit across simulated rooms,

F(4,295.150)¼ 5.174, p< 0.001, there were no differences on

average between the goodness-of-fit in the NC and SC condi-

tions, F(1,267.015)¼ 0.316, p¼ 0.574, and differences

between NC and SC did not depend on the simulated room,

F(4,266.829)¼ 1.084, p¼ 0.365. These results are important

for further interpretation of any observed differences between

the NC and SC listening conditions, since they suggest that

any observed differences cannot be attributed to differences in

goodness-of-fit.

The same cannot be said for differences in goodness-of-

fit across simulated sound field, however, since statistically

significant differences in goodness-of-fit were found for the

sound field factor. It should be noted, however, that these

FIG. 4. Sound field by subject participation matrix. Shaded cells indicate

subject participation in a given sound field. Not all subjects participated in all

sound fields. Dark shading indicates valid psychometric function fits for both

SC and NC presentation conditions. Light shading indicates an excluded fit

pair (see text for exclusion criteria). Total numbers subjects (n) with valid fit

pairs are displayed at the bottom of each column. Cells marked with an aster-

isk indicate fits based on data from Brandewie and Zahorik (2010).

FIG. 5. (Color online) Deviance statistics of the fitted psychometric func-

tions for individual subjects in both NC and SC conditions as a function of

simulated sound field (R0–R4). Mean NC and SC deviance values for each

simulated sound field are indicated by filled symbols. The gray lines

indicated the mean NC and SC deviance values across all sound fields. On

average, no consistent differences are observed in goodness-of-fit between

the NC and SC conditions.
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differences are relatively small and result from slight but

statistically significant elevations in deviance for R3,

t(304.048)¼ 2.739, p< 0.001, and R4, t(304.597)¼ 1.750,

p¼ 0.010, relative to the other simulated rooms. Because the

deleterious effects of reverberation have long been known,

differences in listening performance across the simulated

rooms which differ in reverberation is not in itself an empha-

sis of this study. The interaction of the listening context

condition with the sound field simulations is the primary em-

phasis and, for this relationship, differences in goodness-of-

fit were not observed.

B. Psychometric functions and parameter estimates

Figure 6 displays all valid (see Fig. 4) psychometric

function fits to individual subject data. The fits are grouped

by listening condition (rows) and sound field (columns). The

bold functions are averages based on mean parameters (a, b,

and k) for the logistic function (see Fig. 2) for each set of

curves. The vertical dashed lines represent the mean thresh-

old parameter, a, for each set. A clear and statistically signif-

icant progression of increasing threshold as a function of

simulated room may be observed, F(4,278.398)¼ 801.146,

p< 0.001. This effect is consistent with the well-known

inverse relationship between speech intelligibility and the

amount of reverberation (Knudsen, 1929).

A perhaps more interesting aspect of the data in Fig. 6 is

the apparent interaction between listening context condition

and simulated sound field. This interaction is statistically

significant, F(4,258.690)¼ 8.204, p< 0.001, and results

from decreased a in the SC condition relative to the NC con-

dition, the magnitude of which depends on the simulated

sound field. To more clearly visualize this effect, differences

in the mean threshold parameters are displayed in Fig. 6

both graphically and numerically (in dB). The differences

increase as a function of reverberation from R0 to R3, with

the largest differences in R2 and R3, but then vanish by R4.

Overall, the decreased threshold for SC relative to NC is

consistent with the improvements in speech understanding in

reverberant environments as reported in previous work

(Brandewie and Zahorik, 2010); however, these current

results suggest that the effect is strongly room dependent.

Figure 7 displays scatterplots of estimated parameters

from the psychometric function fits. In each plot, parameters

from the SC condition are plotted against parameters from

the NC condition in order to facilitate a more detailed visual

comparison between the conditions than Fig. 6. Sound

field simulation is indicated by symbol size and color, as in

Fig. 5. Filled symbols indicate the mean parameter estimate

for NC and SC conditions.

Estimated threshold parameters, a, are shown in Fig.

7(A). As in Fig. 6, the main effect of increasing threshold

with changes in sound field from R0 to R4, and the interac-

tion between listening condition and sound field are clearly

evident. The interaction results from a progression of

increasingly lower SC thresholds relative to NC from R0 to

R3, but then minimal difference in R4.

An additional aspect of the threshold parameter data in

Fig. 7(A) that is not clearly evident in Fig. 6 is the relation-

ship between SC and NC a values within a particular simu-

lated sound field. In all cases, there is a strong positive

relationship between SC a and NC a, but this relationship is

notably less strong in R2 and R3 where the on-average dif-

ferences between SC a and NC a are the greatest. To more

carefully quantify these effects, SC a was regressed on NC a
for each simulated sound field. The results of these linear fits

are shown in Fig. 7(A) and Table I, where it may be

observed that the slopes in R0, R1, and R4 do not differ

from 1, but the slopes in R2 and R3 are significantly less

than 1. This suggests that the effects of listening context are

independent of threshold in R0, R1, and R4, but not for R2

and R3, where context effects appear to increase in magni-

tude as subjects’ performance decreases (elevated threshold

parameter, a). In other words, subjects with the lowest

thresholds appear to be least affected by listening context,

and vice versa: subjects with higher threshold appear to be

most strongly affected by listening context.

Figure 7(B) displays a scatterplot of the b parameter,

which is related (inversely) to the slope of the psychometric

function (see Fig. 2). In general, the b parameter increases as

a function of simulated sound field, as indicated by a statisti-

cally significant main effect of sound field: F(4,291.653)

¼ 278.080, p< 0.001. This is similar to the increases in a
observed in Fig. 7(A), but here the effect is more strongly

driven by increases in b for R3 and R4. For R0, R1, and R2,

the b parameters were all very similar, on average. There

was also a statistically significant interaction between listen-

ing context condition and sound field for the b parameter,

F(4,263.229)¼ 5.207, p< 0.001. The differences in b
parameters for NC versus SC in R3 drive the interaction, as

FIG. 6. (Color online) Fitted psycho-

metric functions for individual subjects

in both NC (top row) and SC (bottom

row) conditions as a function of simu-

lated sound field (R0–R4). For each set

of functions, the bold curve represents

the average, computed by evaluating

the logistic function with mean param-

eter estimates for the set, and the

dashed vertical line indicates the mean

threshold parameter. Differences (in

dB) between the mean NC and SC

thresholds are also indicated for each

sound field. “***” indicates p< 0.001.
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can be seen in Table II, which displays tests of the differen-

ces in b between the NC and SC conditions as a function of

simulated sound field. These results show that the psycho-

metric functions for speech intelligibility become signifi-

cantly shallower in the two most reverberant sound fields,

but only for R3 are slopes more shallow for NC than for SC

listening context conditions. These effects are also apparent

visually in Fig. 6.

To more easily interpret the b parameter, the slope of

each fitted psychometric function was computed at the rela-

tively linear portion of the function around its midpoint.

Results of this transformation are shown in Fig. 7(C).

Statistics were not computed on these transformed slope val-

ues because the transformation resulted in increased variance

heterogeneity. General similarities in the patterns of results

between Figs. 7(B) and 7(C) may be observed, however.

Shallower function slopes for R3 and R4 relative to R0, R1,

and R2 are evident, as are shallower slopes in R3 for the NC

condition relative to the SC condition.

Figure 7(D) displays a scatterplot of the lapse parame-

ter, k, which controls the upper asymptote of the fitted func-

tion (see Fig. 2). Although observable patterns in these

parameters are considerably less evident than for either a or

b, there was nevertheless a statistically significant main

effect of sound field, F(4,291.012)¼ 46.023, p< 0.001. This

effect is caused by the somewhat elevated k values for R3

and R4 relative to R0, R1, and R2, although the elevation

was only 0.027 on average. There were no appreciable

effects of listening context, F(1,262.304)¼ 0.166, p¼ 0.684,

or its interaction with sound field, F(4,262.094)¼ 2.387,

p¼ 0.052, on the lapse parameter. Lapse parameter effects

in this data set therefore appear relatively minor in compari-

son to the effects of other psychometric function parameters,

particularly threshold.

FIG. 7. (Color online) Psychometric

function parameter estimates for fitted

functions in both NC and SC condi-

tions as a function of simulated sound

field (R0–R4). Each data point (open

symbol) represents data from an indi-

vidual subject in a given sound field.

Filled symbols indicate parameter

means for a given sound field. (A)

Threshold parameters, a, with separate

linear fits to the data for each sound

field shown. (B) b parameter, which

controls the slope of the fitted function.

(C) Slope as defined by P(C)/dB over

the linear portion of the fitted function

around threshold. (D) Lapse parame-

ters, k.

TABLE I. Slopes of best-fitting line relating SC to NC threshold parameters

as a function of simulated sound field [see Fig. 7(A)]. Tests of statistical sig-

nificant (with reference to unity slope) are also shown.

Sound field Slope (SC a dB / NC a dB)

R0 0.8318 t(35)¼ 0.8401, p¼ 0.2033

R1 0.8706 t(33)¼ 0.5375, p¼ 0.2973

R2 0.4812 t(40)¼ 3.2968, p¼ 0.0010

R3 0.4434 t(20)¼ 3.5569, p¼ 0.0010

R4 0.8349 t(24)¼ 0.9724, p¼ 0.1703

TABLE II. Within-subjects tests of statistical significance for differences in

fitted psychometric function slope parameters, b, between the NC and SC

conditions [see Fig. 7(B)] as a function of sound field.

Sound field

R0 F(1,35)¼ 0.136, p¼ 0.714

R1 F(1,33)¼ 0.222, p¼ 0.641

R2 F(1,40)¼ 0.271, p¼ 0.606

R3 F(1,22.228)¼ 24.699, p < 0.001

R4 F(1,24)¼ 3.351, p¼ 0.080
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C. SRTs

Because of the inclusion of the lapse parameter, k, in the

fitted psychometric functions, the threshold parameter, a, does

not always correspond to the same proportion of correct

responses, P(C), across fits. For k¼ 0 and c¼ 1/32 (chance

performance), a corresponds to the SNR that produces P(C)

¼ 0.5156. For k¼ 0.05 and c¼ 1/32 (chance performance), a
corresponds to the SNR that produces P(C)¼ 0.4906. To

address this issue, SRTs were computed at the same perform-

ance level of P(C)¼ 0.50 for all subjects and conditions, using

the estimated parameters from the best-fitting psychometric

functions (Fig. 7). Figure 8 displays the mean SRTs (with 95%

confidence limits) for each listening context condition (NC

and SC) as a function of simulated sound field (R0–R4).

Similar to the test results for the a parameters, there was a

statistically significant interaction between context condition

and sound field, F(4,258.793)¼ 9.107, p< 0.001, as well as

significant main effects of context condition, F(1,259.039)

¼ 84.463, p< 0.001, and sound field, F(4,278.404)¼ 828.118,

p< 0.001.

To aid in the interpretation of the SRT values, estimates

of SRT were computed based on the STI. These estimates,

which are indicated by the shaded region in Fig. 8, were

computed using the following procedure. STI values were

first computed from the BRIRs (left ear only) for each sound

field in the absence of the noise masker. This was accom-

plished using methods described in IEC-60268-16 (2003)

and Schroeder (1981). The STI values for the reverberant

sound fields, R1–R4, were 0.9687, 0.8525, 0.7240, and

0.5642. To convert these values to quantities that can be

used to estimate the change in SRT as a function of sound

field manipulation, the values from the final “SNR” stage of

the STI computation were noted, and used as estimates of

the increase in SRT for each of the reverberant sound fields

relative to mean SRT in the anechoic sound field (R0). This

was done using both the mean R0 SRT from the NC and SC

conditions as referents. The shaded region in Fig. 8 repre-

sents the results of these estimates based on both the NC and

SC R0 referents. Overall, the estimated SRTs based on the

STI do a good job of predicting SRT, with the notable excep-

tions of R1–R3 in the NC condition, where the observed

SRTs were worse than predicted. Although these exceptions

may be partially due to the fact that the STI was designed to

best-predict speech understanding for non-isolated words

(IEC-60268-16, 2003), they may also be indicative of disrup-

tions in speech processing that result from inconsistent room

acoustic context. Regardless of causal interpretation, it is

clear that the magnitude of the listening context effect is

strongly room dependent.

D. Corresponding changes in speech intelligibility

To better interpret the magnitude of the listening context

effects as a function of sound field, the change in the propor-

tion of target words correctly identified between SC and NC

conditions was computed. The computation first determined

the SNR that produced P(C)¼ 0.70 in the SC condition, and

then determined the P(C) in the NC condition that corre-

sponded to this same SNR. The change in P(C), DP(C), was

then noted for each fit pair (see Fig. 4). The value of

P(C)¼ 0.70 was chosen so that comparisons between NC and

SC conditions could be made over relatively linear portions

of the psychometric functions in each case. Negative values

of DP(C) indicated poorer speech understanding in the NC

condition relative to the SC condition. All computations were

based on the best-fitting psychometric function parameters

shown in Fig. 7. Distributions of DP(C) are displayed in Fig.

9 for each of the simulated sound fields. The median DP(C)

values are indicated for each distribution, along with results

of sign tests, which evaluate differences from DP(C)¼ 0 for

each median. In general, the pattern of DP(C) results is simi-

lar to that observed for SRT: a modest decrease in perform-

ance in R0 for NC presentation versus SC, followed by

progressively larger decreases from R1 to R3, but then no

change by R4. Of particular interest for this analysis is the

magnitude of the change, which for the reverberant rooms

progresses from �0.138 to �0.199 (R1–R3). This suggests

that the consistency of the listening context can influence

speech understanding in moderate reverberation by as much

as 20%, on average.

IV. DISCUSSION

The fundamental results from this study are consistent

with those from previous works: the consistency of the listen-

ing context in reverberant rooms fundamentally alters the per-

ception (Watkins, 2005b) and intelligibility (Brandewie and

Zahorik, 2010) of speech. Results from this study extend previ-

ous work by demonstrating that the effect of listening context

is on average highly room dependent, but quite variable from

listener to listener. Relevant aspects of these results and their

interpretation are discussed separately in this section.

A. Effect of room

For most of the simulated reverberant rooms tested in

this study, prior consistent listening exposure to the reverber-

ant sound field results in a lower SRT compared to situations

FIG. 8. (Color online) Mean SRT corresponding to 50% correct as a func-

tion of simulated room. Bars indicate 95% confidence intervals. Solid sym-

bols are means from the SC condition and open symbols are means from the

NC condition. The shaded region represents the estimated SRT based on the

STI using R0 SRTs in the NC and SC conditions as anchor points. See the

text for details.
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in which prior consistent listening exposure is intentionally

limited. The magnitude of the effect appears to scale with

the amount of reverberation for moderately reverberant

rooms (R1–R3). This result is consistent with Srinivasan and

Zahorik (2014), who demonstrated that when consistent lis-

tening exposure is provided for hybrid speech signals

(anechoic fine structure, reverberant amplitude envelope),

the improvements in the intelligibility were greater for a

more-reverberant room (T60¼ 0.7 s) relative to a less-

reverberant room (T60¼ 0.3 s). It is also consistent with the

results from Watkins (2005b) that showed greater perceptual

compensation for the effects of reverberation when the lis-

tening context is relatively more reverberant (i.e., at a greater

distance) and for a larger room. An advantage of the method-

ology used in the current study is that results from the differ-

ent simulated rooms can be compared at the same

performance level [e.g., P(C)¼ 0.50, as in Fig. 7]. This

allows any effects of task difficulty to be removed, since

comparisons are made all at the same level of difficulty. This

was not the case for Srinivasan and Zahorik (2014), where

the two room conditions produced different overall levels of

task difficulty, and task difficulty is undefined for the subjec-

tive task used by Watkins (2005b).

This pattern of an increasing context effect with increas-

ing reverberation is notably disrupted for the most reverber-

ant room tested, R4, where no context effect was observed.

Although the precise cause of this non-effect is uncertain, it

may have been due to the amount of “overlap masking,”

which is caused by the temporal overlap of sound energy

from current speech sounds with the decaying reverberant

sound energy from preceding speech sounds (Nabelek et al.,
1989). In this study, greater amounts of overlap masking

would have occurred in the SC condition than in the NC

condition. This could have effectively elevated SRT in SC

relative to NC. Because this overlap masking effect is in the

opposite direction of the context effect, it may explain why

no context effect was observed in R4. Results from Bolt and

MacDonald (1949) show that for reverberation time of 3 s,

which is similar to that of R4, there is approximately a 20%

loss in articulation due to overlap masking. At 70% intelligi-

bility for 32 phonetically balanced (PB) words, a 20% loss in

articulation corresponds to roughly a 20% decrease in intelli-

gibility (Kryter, 1962). This decease is nearly identical in

magnitude to the maximum gains intelligibility observed (in

R3) due to consistent listening context, which would be

consistent with the offsetting effects hypothesis to explain

the non-results in R4. Based on estimates from Bolt and

MacDonald (1949), the amount of overlap masking in the

other less reverberant rooms would have been negligible (at

most 5% loss in articulation for R3) and, therefore, likely

would have minimally detracted from the observed effects of

listening context. It is noted, however, that the predictions of

overlap masking effects by Bolt and MacDonald (1949) are

based on the perhaps overly simplified assumption that

speech signals may be approximated by periodic square

pulses. At present, better computational models to explicitly

predict the effects of speech overlap masking are not known

to exist.

A final and important issue relates to the effects

observed in anechoic space (R0). Although Brandewie and

Zahorik (2010) did not find a statistically significant context

effect in anechoic space and therefore concluded that the

context effects reported in that study were specific to

FIG. 9. (Color online) Distributions of changes in the proportions of correct

responses, DP(C), in the NC condition relative to P(C)¼ 0.7 for the SC con-

dition as a function of simulated sound field. Negative values indicate poorer

performance in NC related to SC. The median (M) DP(C) for each room is

indicated numerically and by the bold vertical line. Results of non-

parametric sign tests for differences from DP(C)¼ 0 are indicated for each

median. “***” indicates p< 0.001.
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reverberant rooms, results from the current study do show

statistically significant differences in performance (threshold

parameter, a, and SRT). These differences are likely attribut-

able to known carrier phrase facilitation effects in the SC

condition, and do not depend on reverberation per se. For

example, Gladstone and Siegenthaler (1971) have shown

that the existence of a carrier phrase can improve intelligibil-

ity in non-reverberant conditions by about 9% on average. A

closer look at Brandewie and Zahorik’s (2010) anechoic data

shows that, although not statistically significant, there was a

mean carrier phrase facilitation effect of 0.84 dB evident at

threshold, defined as P(C)¼ 0.5156. The mean R0 effect size

from the current data at P(C)¼ 0.5156 is 1.06 dB. This effect

size does not differ significantly from Brandewie and

Zahorik’s (2010) mean result, t(18.06)¼ 0.4422, p¼ 0.6636,

but is statistically different from zero, t(35)¼ 4.49,

p< 0.0001. It is therefore concluded that there likely is a car-

rier phrase facilitation effect, on the order of 1 dB, and this

effect was detectible in the current study due to its larger

sample size and corresponding increase in statistical power.

Due to significant carrier phrase facilitation effects in

anechoic space, the interpretation of the context effects

observed in the reverberant rooms (R1–R3) is somewhat

more complicated, as they likely represent a combination of

carrier phrase and context effects. If one assumes that the car-

rier phrase effect observed in anechoic space contributes in

the same magnitude to the reverberant room conditions, then

the unique contributions of the room context effects would

all be reduced by carrier phrase effect. At P(C)¼ 0.50, the

smallest room context effect of 1.550 dB observed in R1 (see

Table IV) would reduce to �0.4880 dB, which would still be

statistically greater than zero, t(33)¼ 1.837, p¼ 0.038. The

larger effects observed in R2 and R3 would therefore also

still be statistically greater than zero. The non-effect observed

in R4 may be a result of overlap masking offsetting not only

effects of room context, as discussed above, but also the

effect of carrier phrase.

B. Psychometric function slope

Although threshold is by far the most frequently studied

parameter of the psychometric function, slope is also critically

important, since it determines how rapidly performance can

change given changes in the dependent measure. In the current

study, psychometric function slopes were found to be relatively

constant for R0–R2 at �0.08 P(C)/dB [see Fig. 7(C)], but then

decreased for R3 and R4. Additionally, significantly steeper

slope was observed in R3’s SC condition relative to NC.

In general, this variation in slope is consistent with the

results of a recent survey of speech intelligibility studies by

MacPherson and Akeroyd (2014) in which the slopes of the

885 psychometric functions from 139 studies were analyzed.

For the 18 studies that used the CRM (all conducted in non-

reverberant space), the median slope ranged from 0.037 to

0.102 P(C)/dB depending on the type of masking signal and

the number of maskers (MacPherson and Akeroyd, 2014).

For a single static noise masker, the median slope was 0.101

P(C)/dB with an interquartile range of 0.066–0.136 P(C)/dB

(MacPherson and Akeroyd, 2014). The slopes from the

current study for R0–R2 all fell within this range, indicating

reasonable consistency across studies.

In addition to slope variations related to the type and num-

ber of maskers, MacPherson and Akeroyd (2014) suggest that

slope variations may also be related to other factors, including

the availability of top-down information, which MacPherson

and Akeroyd (2014) discuss in terms of keyword predictability

based on the content of the speech materials. They find that

steeper slopes are related to higher keyword predictability and

therefore more top-down information. This result is consistent

with the more general notion that steeper psychometric func-

tion slopes are indicative of decreased internal “noise” in the

process of perception and response (Swets et al., 1959). It is

possible that top-down information contributes to some of the

observed differences in slope values, particularly the NC ver-

sus SC difference in R3. Watkins (2007a) has suggested that

the compensatory effects of speech perception in reverberation

observed in his studies may be reflective of a type of high-

level perceptual constancy in which top-down information

clearly plays a role. The steeper slope in R3 SC relative to NC

would be consistent with this idea. The cause of the decreased

slopes for R3 and R4 relative to the other sound fields is

unknown, but could be related to speech signal degradations

caused by greater amounts of reverberation.

C. Variability in effects

In addition to demonstrated average effects of room lis-

tening context on speech intelligibility, it is important to rec-

ognize the substantial individual variability in these effects.

Put simply, different listeners appear to derive different

amounts of benefit from room listening context. Although

this qualification may appear to be somewhat limiting, it is

hardly specific to this particular situation of listening context.

Significant individual differences are pervasive in psycho-

acoustics generally, and in speech intelligibility in particular.

In the data presented here, it should be noted that the individ-

ual variability in the room context effects is no greater than

the variability observed in any of the measures of speech

intelligibility. This suggests that the variability in the context

effects is, in most instances, driven by the variability in the

intelligibility measures in the SC and NC conditions. There is

a notable exception to this rule, however. In R2 and R3, the

magnitude of the room context effect does appear to be

related to performance level in the intelligibility task.

Listeners that perform more poorly in the NC task seem to

benefit more from the consistent room listening context expo-

sure in the SC condition, as evidenced by the linear fits to the

a parameter in R2 and R3 that have slopes less than 1.

Although the precise cause for this effect is unknown, it does

appear to be specific to the effects of room context, since it is

not observed in sound fields that produced little to no context

effects (e.g., R0, R1, and R4). The effect of the carrier phrase,

as discussed above, also does not seem to produce similar dif-

ferential benefit for the poorer performing listeners.

D. Enhancement or disruption?

A larger issue relates to the interpretation of the

observed room context effects. Does consistent room
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listening context lead to enhanced speech understanding, or

does inconsistent listening exposure lead to disrupted speech

understanding? Although this question may seem paradoxi-

cal, it is critical to the ultimate understanding of the mecha-

nisms that may underlie the effect, even if it has minimal

impact on the potential functional benefits. At its core, this is

a question of what the appropriate baseline is for assessing

speech understanding. In previous work (Brandewie and

Zahorik, 2010), it was implicitly assumed that the baseline

was the condition which minimized prior listening context

effects by changing the sound field from trial to trial in the

experiment (the NC condition). Consistent listening expo-

sure can then be viewed as a form of enhancement. Of

course, situations with inconsistent room listening exposure

are rarely, if ever, encountered in the real world. It may

therefore be more appropriate to view the situation with

consistent listening exposure as the baseline, in which case

inconsistent exposure disrupts performance. Because the

effects of listening context have been shown to be fast act-

ing, on the order of 1 s (Brandewie and Zahorik, 2013),

standard methods of estimating speech understanding that

are based on stimulus exposure durations of >1 s (e.g., STI,

IEC-60268-16, 2003) can be viewed as adopting this latter

view of baseline. This view is consistent with the data shown

in Fig. 7, where SRT in the NC conditions is elevated rela-

tive to the SC condition and that predicted by the STI. It is

also consistent with the interpretation offered by Nielsen and

Dau (2010) of the studies by Watkins (2005a,b) and Watkins

and Makin (2007a,b).

Regardless of enhancement/disruption interpretation, it

is important to note two factors that do not contribute to the

differences in performance observed between NC and SC

conditions. First, quantifying the effects in terms of changes

in SRT guarantees that listeners are performing at the same

levels of task difficulty in the two conditions, so differences

in task difficulty cannot explain the enhancement/disruption

effects. Second, the fact that the lapse rate parameters in the

NC and SC conditions are similar suggests that differences

in performance are not attributable to differential lapses in

attention in one condition relative to the other. This is impor-

tant, particularly if one adopts the disruption hypothesis, as

it suggests that the disruption is perceptual in nature, not

attentional. In either case, it is clear that there are functional

benefits of brief but consistent prior listening exposure for

speech understanding in reverberant sound fields.

E. Potential mechanisms

There is now emerging evidence that the alterations in

speech perception and benefits for speech intelligibility

resulting from consistent prior listening exposure to rever-

berant sound fields result from processing of the amplitude

envelope of the speech signal (Watkins et al., 2011;

Srinivasan and Zahorik, 2014). The results from the present

study are generally consistent with this view, since it is evi-

dent that as distortion in amplitude envelope caused by the

room increases (STI decreases) from R1 to R3, the magni-

tude of the context effect increases. Exceptions to this

pattern are seen in R0, where a small context effect appears

to result from carrier phrase only, and in R4, where overlap

masking likely clouds potential context effects. Brandewie

and Zahorik (2010) suggested that the context effects

observed in that study may have been related to dynamic

precedence effect phenomena, in which the auditory sys-

tem’s ability to suppress the contributions of reflected sound

is strengthened with repeated exposure. This suggestion was

driven in part by the observation that the context effects

observed by Brandewie and Zahorik (2010) appeared to

require binaural input, since consistent context effects were

not observed for monaural input.

Although these two hypotheses regarding the underlying

causes of the context effects appear to be quite different, it is

possible to re-conceptualize the precedence effect in terms

of a pattern-recognition problem in the modulation domain.

For example, the simple situation of a click signal followed

by a single echo with delay d will produce a modulation

spectrum with nulls at frequencies related to d (e.g., 1/2d,

3/2d, 5/2d, etc.). Extraction of the signal and suppression of

the echo could be considered as a process that suppresses the

nulls in the modulation spectrum due to the echo. Of course

more complicated signal patterns with multiple spatially dis-

tributed echoes would produce much more complicated

modulation patterns that are likely different at the two ears.

The fundamental process of signal enhancement and echo

suppression could in theory be handled in the modulation do-

main, however. The fact that neurons in the inferior collicu-

lus (IC) have been implicated in both modulation processing

(Rees and Moller, 1983; Rees and Palmer, 1989; Krishna

and Semple, 2000) and the precedence effect (Carney and

Yin, 1989) lends strength to this hypothesis, as do recent

results that demonstrate both monaural and binaural process-

ing of amplitude modulation (AM) signals in reverberation

within the IC (Kuwada et al., 2012, 2014). More recently,

Slama and Delgutte (2015) have suggested that the process-

ing of AM in the IC may actually involve two processes, one

that is either monaural or binaural and serves to enhance AM

generally, and then a second binaural process that specifi-

cally enhances AM in reverberation. Together these discov-

eries appear to indicate that the suppression of reflected

sound and reverberation has both monaural and binaural

aspects that might explain the seeming discrepancies

between Watkins’ data (Watkins, 2005b), which show con-

text effects for both monaural and binaural listening, and

Brandewie and Zahorik’s data (2010), which show context

effects primarily under binaural listening. Recent prelimi-

nary work has demonstrated that human sensitivity to AM in

reverberant sound fields is somewhat better than might be

predicted based on the acoustical signals reaching the ears

(Zahorik et al., 2011; Zahorik et al., 2012), and that this

enhancement appears to depend on consistent prior binaural

listening exposure to the sound field (Zahorik and Anderson,

2013). Although analogous monaural testing has not been

conducted in humans, Linger and colleagues (Lingner et al.,
2013) have shown a lack of AM sensitivity enhancement in

gerbils, where binaural differences are minimal given the

very small head size of the animal. There are also other

examples of known AM processing plasticity, such as

decreased sensitivity following long term exposure (Tansley
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and Suffield, 1983), and short term context effects for AM

discrimination (Wakefield and Viemeister, 1990). Clearly,

additional work is needed to fully identify the mechanisms

that underlie the speech understanding context effects

observed when listening to sound in rooms, but explanations

based on the precedence effect or modulation processing

may not necessarily be incompatible, and the processes may

well have both monaural and binaural components.

V. SUMMARY AND CONCLUSIONS

Results from this study confirm past results that demon-

strate improved speech intelligibility in a reverberant room

when consistent listening exposure to the room is available,

relative to situations with inconsistent room exposure. New

from this study is the demonstration that the effect of listen-

ing exposure is highly room dependent, but also varies from

listener to listener. Detailed analysis of psychometric func-

tions for speech intelligibility from 49 normal-hearing listen-

ers quantified individual variability and showed that:

(1) On average, exposure effects on thresholds were mini-

mal in anechoic space, increased to a maximum of 3 dB

(improvement in keyword intelligibility of nearly 20%)

in moderate reverberation (T60¼ 1 s), and returned to

minimal levels again in high reverberation. The lack of

an effect in high reverberation may have resulted from a

secondary influence of overlap masking, however.

(2) For rooms with moderate reverberation (0.4�T60� 1 s),

poorer performing listeners generally showed the greatest

effect of room exposure.

(3) Slopes of the psychometric functions became more shal-

low, on average, as room reverberation increased. Only

in one room (R3) was this effect influenced by the expo-

sure condition.
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